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GRATGPT

I'm going to describe a quantum state. Suppose psi is the normalized superposition of
all even parity bit strings of length 4. Write down psi.

In this case, the quantum state psi would be the following:

) Copy code

psi = (1/sqrt(8)) * (I
I > + | > + |

Here, the vertical lines (] and >) denote a quantum state, and the coefficients in front
of each state represent the relative weight or amplitude of that state in the overall
superposition. The normalization factor (1/sqrt(8)) ensures that the sum of the
squares of the amplitudes is equal to 1, which is a necessary condition for a valid

quantum state.

Does psi satisfy the area law for entanglement?

Assume it is the correct and complete description of the quantum state | was asking
about.

If the quantum state psi that you are asking about is the normalized superposition of
all even parity bit strings of length 4, then it would be written as follows:

©) Copy code

psi = (1/sqrt(2)) * (I > +
+ | > + | > + | >)

With this information, we can determine that if one subsystem of psi consists of the
first two qubits and another subsystem consists of the remaining two qubits, then
psi does not satisfy the area law for entanglement.

To see this, we can calculate the entanglement entropy of each subsystem and
compare it to the area of the boundary between the subsystems. The entanglement
entropy of a subsystem is a measure of the amount of entanglement between that
subsystem and the rest of the system, and it is given by the formula S = -tr(rho *
log(rho)), where rho is the density matrix of the subsystem and tr is the trace
operator.

In this case, the density matrix of the first two qubits would be given by the
following:

©) Copy code

rhol = (1/8) * (l100><

rho2 = (1/72) * (100><00]

The entanglement entropy of each subsystem can then be calculated by plugging
the density matrices into the formula above. This yields S1 = S2 = 1.0 bits.

The area of the boundary between the subsystems can be calculated by simply
counting the number of qubits that are shared between the subsystems. In this case,
there are two shared qubits, so the area of the boundary is 2 qubits.

Since the entanglement entropy of each subsystem (S1 = S2 = 1.0 bits) is greater
than the area of the boundary between them (2 qubits), we can conclude that psi

does not satisfy the area law for entanglement.

It's worth noting that this is just one possible way in which the subsystems could be
divided, and the area law may hold for different subsystems or different ways of
dividing the system. To determine whether psi satisfies the area law in general, we
would need to consider all possible subsystems and boundary areas.
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What mathematical framework describes the passage
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OUTLINE

0. motivation

= an analogy

1. a category of language
= some advantages

2. an enriched category of language
= what is enriched category theory?

= some advantages

La Matematica (2022) 1:551-580
https://doi.org/10.1007/s44007-022-00021-2

ORIGINAL RESEARCH ARTICLE

Check for
updates

An Enriched Category Theory of Language: From Syntax to
Semantics

Tai-Danae Bradley' @ - John Terilla? - Yiannis Vlassopoulos®

Received: 24 June 2021 / Revised: 7 February 2022 / Accepted: 7 February 2022 /
Published online: 11 March 2022
© The Author(s), under exclusive licence to Springer Science+Business Media LLC, part of Springer Nature 2022

Abstract
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TREME

If “blah” has nice structure, then functions from a set into “blah” have nice structure, too.

f: X->R



TREME

If “blah” has nice structure, then functions from a set into “blah” have nice structure, too.

Jxp)
RY:={f: X > R} =1 |f(x)
J(x3)

Vector spaces are an example. A similar story holds in category theory....
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ONE-HOT ENGODINGS

X; € X

<xl.,xj>= {1 ifi=7

0 otherwise

x»=10 1 O]

REPRESENTABLE FUNGTORS






AGATEGORY

Consider all strings from some finite set of
atomic symbols. (Think: free monoid.)

Substring containment defines a preorder
on this set.

xX<Yy

This gives rise to a category L with a
morphism x — y whenever x is a substring
of y.

Nice, but limited.

SMALL
BLUE

MARBLE




YONEDA PERSPEGTIVE

Consider functors L — Set.

Representable functors are akin to a first
approximation to “meaning.”

L (blue, — ): L — Set

* if blue < SMALL
L(blue, x) = { 't blue = x

5 otherwise ol
MARBLE

Think: Yoneda lemma / John Firth.



YONEDA PERSPEGTIVE

@) | deep red Bing cherries
* | small blue marble
%

beautiful blue ocean

SORT OF

L(blue, — ) = | & | did you put the kettle on
* | red and blue fireworks
D | Sencha green tea SMALL
: : BLUE

MARBLE




Representable functors also behave like building blocks. We can use them to construct
new copresheaves, since Set" has nice structure. It is has all limits, colimits, and is
Cartesian closed.

This means we have notions of conjunction, disjunction, and implication.

/ AND /E
m\\ . m\\

—= IMPLIES

BING
CHERRIES

SMALL
BLUE
MARBLE




Representable functors also behave like building blocks. We can use them to construct
new copresheaves, since Set" has nice structure. It is has all limits, colimits, and is
Cartesian closed.

This means we have notions of conjunction, disjunction, and implication.

EXAMPI.E % | deep red Bing cherries
sk

small blue marble

% beautiful blue ocean

Coproducts are computed pointwise. L(red. — U L(blue, =)= | & |did you put the kettie on
The functor L(red, — ) Ll L(blue, — ) % % |red and blue fireworks
assigns to an expression x the union @ | Sencha green tea

of the sets L (red, x) and L(blue, x).
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ENRIGHED GATEGORY THEORY

In category theory, arrows x — y in a category C form a set, denoted C(x, y).

In enriched category theory, C(x, y) may not be (just) a set.



If this is a group, then
C is said to be
enriched over Group.

If this is a vector
space, then C is said to
be enriched over Vect.

\ / If this is a set, then C

o is said to be
If this Is a

: — enriched over Set,
topological space, < : i.e. it’s an ordinar
then C is said to be — (x9 y) ’

category.

If this is a truth value (O or 1), If this a conditional
then C is said to be enriched probability, then C is
over [ruth and is a preorder. enriched over [0,1].

enriched over [ op.
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AGATEGORY

OBJECTS
X,Y,... € ob(C)

A “HOM SET”
CX,Y)

A FUNCTION
ClY,Z)xCX,Y) - C(X,Z)

A {01|-CATEGORY




AGATEGORY

OBJECTS
X,Y,... € ob(C)

A “HOM SET”
CX,Y)

A FUNCTION
ClY,Z)xCX,Y) - C(X,Z)

A FUNCTION
* > C(X,X)

SATISFYING AXIOMS...

A {01|-CATEGORY




FUNGTOR [01|-FUNCTOR

CATEGORY CATEGORY

F: ob(C) — ob(D)

Fyy: C(X,Y) — D(F(X), F(Y))




GOPRESHEAVES [01]-COPRESHEAVES

C — Set

C

COPRESHEAF CATEGORY
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Let £ denote the [0, 1]-category with

= objects: strings of symbols (as before)

= hom-objects:

Pry) = {p(y | x) ifx<y

0 else
“the probability that y extends x”
This defines a [0, 1 |-category:

1 =p(x|x) &  pQlx)-pily) =pz|x)

Nice, but limited.

0.31

SMALL

BLUE
MARBLE
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Consider [0,] ]-functors & — [0,1].
Representable [0, ] |-functors contain same information as before plus probabilities.

Example: The function £(blue, — ) is supported on all texts that contain “blue.”

deep red Bing cherries

small blue marble

beautiful blue ocean

SORT OF

ZL(blue, —) =

did you put the kettle on

red and blue fireworks  /(Senchagreen tes | blue)

Sencha green tea
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In enriched category theory, the appropriate notion of limits and colimits are called
“weighted” (co)limits. After unwinding the definition, here’s an example of a weighted
coproduct of [0, ] ]-copresheaves:

max{Z(red, x), £ (blue, x)}

ZL(red, — ) u ZL(blue, —) =



AGEOMETRIC PERSPEGTIVE

Nonnegative extended reals [0,00] form a category with a — b whenever b < a.

The map —In : [0,1] — [0,00] is a functor. So, we obtain a category enriched over [0,00]:

dix,y) = —-—InZ(x,y)

A SWEET B
INFINITELY FAR AWAY CLOSE B LU E
BLUE SCENT 4——----------- — -
MARBLE

Now one can think about distances between copresheaves and much more....
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ONE-HOT ENGODINGS
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0 otherwise
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DENSITY

EVERY VECTOR IN R¥IS A

LINEAR COMBINATION OF
ONE-HOT ENCODINGS.




MATRIGES

A MATRIX IS A FUNCTION
M: XXY—->R.

MATRICES CAN BE MULTIPLIED.
(MN)y = Z Mij ‘ Njk
J

EVERY MATRIX HAS
SINGULAR VECTORS (SVD).
MM

PROFUNGTORS
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Abstract

State of the art language models return a natural language text continuation from any
piece of input text. This ability to generate coherent text extensions implies signifi-
cant sophistication, including a knowledge of grammar and semantics. In this paper,
we propose a mathematical framework for passing from probability distributions on
extensions of given texts, such as the ones learned by today’s large language models, to
an enriched category containing semantic information. Roughly speaking, we model
probability distributions on texts as a category enriched over the unit interval. Objects
of this category are expressions in language, and hom objects are conditional proba-
bilities that one expression is an extension of another. This category is syntactical—it
describes what goes with what. Then, via the Yoneda embedding, we pass to the
enriched category of unit interval-valued copresheaves on this syntactical category.
This category of enriched copresheaves is semantic—it is where we find meaning, log-
ical operations such as entailment, and the building blocks for more elaborate semantic
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